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Abstract

Process programming represents the application of the software engineering idiom and technology to the development of superior software processes. There is a substantial and growing body of research into software process technology in general and process programming approaches in particular. Much of this research concerns process languages. We are now in a position to draw some conclusions about the ways in which process languages may contribute to software process engineering. Furthermore, we can begin to make inferences regarding the original hypothesis that process programming is an applicable and feasible technology for software process support.

We take the fundamental aim of software process research to be the production of better quality software in less time and at less cost. Thus, we emphasize issues in linguistic support for software production processes. These issues include the distinction between process requirements and process language requirements, language requirements for the representation and execution of production processes, granularity of process representations, and process visualization. We also examine issues of language definition and use, specifically alternative architectures for linguistic support of processes, and issues related to meta-capabilities and meta-processes, especially as they affect production processes.

Analysis of these issues leads to the identification of particular programming approaches that are more or less able to contribute to particular problems in software process engineering. It further allows us to draw inferences about the fundamental applicability and feasibility of process programming to software process engineering. These inferences concern the importance of code and non-code representations, the diversity of language paradigms, the importance of rigorous semantics, and the need for and difficulty of process evolution.
1 Introduction

Over the past several years there has been a growing conviction that software systems should be viewed as products resulting from the execution of orderly software development processes. There is, further, a belief that software development times can be reduced, and software product quality can be improved through the disciplined application of superior software processes. These beliefs have served to focus attention on the problem of creating and exploiting superior software processes.

As an alternative to developing an entire new discipline of process development, it was suggested that process development might be viewed as a type of software development [29]. This suggestion seemed attractive as it suggested that much existing software technology might be exploited to support the development of processes. Thus it was suggested that software processes should be modelled with software modelling techniques, coded with coding languages, and evaluated and evolved with corresponding software technologies. As this suggestion offered the hope of avoiding the creation ab initio of an entirely new discipline, it seemed eminently worth investigating through a program of research.

Since that time there has indeed been a great deal of software process technology research. Much of this research has centered around the development and evaluation of process technology that borrowed heavily from either the idiom or the technology of software development. Thus there have been numerous projects aimed at exploring the suitability of traditional approaches to modelling, coding, evaluating and evolving software as paradigms of how to do these same things for processes. While the evaluations of individual prototypes from these projects has yielded much insight into the various approaches, we believe that the community stands to gain even more from an evaluation of the original premise—namely, that process development can be effectively supported by adapting software development idioms and technologies. Specifically, we believe that, after nearly ten years of experimentation with software process programming and process programming languages, we can now draw some conclusions about the ways in which process languages may or may not contribute to the development of superior processes. In turn, this allows us to begin to evaluate our initial hypothesis, namely, the feasibility and applicability of the programming paradigm to software processes.

In this paper we identify some of the more common goals for software process support, especially as related to production of software products, and we evaluate how successfully

---

1It is our view that the term “process programming” should cover the entire range of software development activities, from requirements through evaluation and evolution. Thus we often use the term “programming” synonymously with “software development” but not synonymously with the narrow activity of “coding.”
various process technologies have addressed these goals. In many cases we are able to identify some lessons that have been learned from not only one, but many, projects. It is a particular goal of this paper to focus our evaluations on what we have learned about how to adapt software development idioms to meet stated software process objectives. Often what we have discovered is that programming approaches are indeed useful and, further, that the weight of experience strongly indicates particular approaches and technologies that seem especially effective in addressing particular process problems.

The evaluations presented here should not be taken to be complete and comprehensive, as space does not permit this, and the body of experience is still growing. Instead, in this paper, we summarize some of the more salient and important lessons that seem to be inferable from significant bodies of research based on some of the more popular and important process research approaches. The paper concludes by attempting to draw broader inferences about the validity of the basic hypothesis that software development technology can form an effective basis for process technology. In some areas these inferences seem safely drawn. In other areas, useful inferences cannot safely be drawn due to a lack of sufficient prototyping and experimentation. A summary of these latter inferences then comprises a research agenda for the coming years.

2 Analysis of Issues

This section analyzes process development and language issues in three general categories: support for the software production process, our main emphasis (Sections 2.1 through 2.4), process language definition and use (Sections 2.5 and 2.6), and support for meta-processes (Sections 2.7 and 2.8).

2.1 Process Requirements versus Language Requirements

The goal of software processes is to facilitate the development of high-quality products more quickly and at lower cost. To address this goal, it has been proposed that software processes should be represented as software and subjected to rigorous software engineering technology. This technology should include specification, execution, analysis, testing, measurement and evaluation, and so on, both to improve both the process and the resulting product. Toward this end, suitable languages (to which we will refer as process languages) are required.

Software processes must accommodate human development activities. These are characterized by creativity, judgement, tentativeness, incompleteness, informality, and lack of struc-
ture, and by activities that are either partially or not at all supported by automated tools (e.g., meetings, negotiation, etc.) (see [2]). Contrast this with the goals of process languages, which are to facilitate the definition of well engineered, high-quality software processes to which the software engineering discipline can be applied. Such software processes must be characterized by formality, rigor, completeness, well-formedness, and semantic depth. The goals of software processes and the languages that support their definition and execution are clearly distinct, as are the respective sets of requirements they must satisfy.

Despite the differences between process goals and process-language goals, process-language researchers have tended to treat process requirements as process language requirements, with the end result that many process languages include support directly (in the form of language constructs) for features required of processes (e.g., [3, 10]). This often leads to the problem of proliferating language features (“kitchen sink” languages), which are difficult to use, analyze, and apply to multiple domains. It may also result in process languages that have characteristics that make them less well suited to the application of rigorous software engineering. Process languages are required to capture and support the essential characteristics of software processes, but not necessarily to mimic them. Process characteristics are not determined solely by language characteristics. Rather, process characteristics are determined by a combination of language characteristics, process model or program design, and run-time factors.

To demonstrate why separation of process and language requirements is desirable, consider the issue of support for process state reification, which entails the representation of process execution state in the form of meta-data. Researchers generally impose this as a requirement that software processes support reflective behavior [17]. Yet several distinct realizations of state reification have been described in the literature. Process state is reified in APPL/A process programs by relations that are defined and maintained by the process itself [34]. Providing this support imposes an extra burden on process programmers, but it allows state reification to be tailored precisely to particular process needs. The ProcessWall [18] defines a process state service that can be used by processes where the process language does not provide built-in support for state reification. In SLANG [3, 5], the execution state of Petri nets is maintained in language-defined data structures, which may be accessed by executing processes, for example, for purposes of process modification. All of these approaches satisfy the requirement on software processes to support state reification, and all afford a variety of benefits to justify their use in different circumstances, but only one actually imposes the requirement that a process language support reification.

The fact that process characteristics do not completely define or restrict process language characteristics affords a degree of freedom that enables processes and process languages to be studied and applied more or less independently. This allows a range of process languages
to be explored, and it admits experimentation with alternative strategies for the use of those languages. This exploration and experimentation are important because each approach has different costs and benefits. (This argues against the use of fourth-generation languages, which may restrict implementation choices and flexibility.) Ultimately, process language requirements should be determined and evaluated in the context of an overall strategy for process support. Such a strategy should include process engineering methods that specify how the process language should be used to address process needs. In this regard, the meta-processes in which process languages are used will also help to shape process language requirements, perhaps as much as the production processes that the languages are used to represent. The requirements on process languages must be consistent with their intended use according to these overall strategies for supporting process needs.

Throughout the remainder of this section we will distinguish between process and language requirements in our analysis.

### 2.2 Process Representation and Execution Requirements

Satisfying the goals of representing and executing software processes requires a core set of process-language capabilities. Although several researchers have proposed capabilities for this purpose, there has been little agreement on what capabilities the core should include. For example, Conradi and Liu [11] suggest that this set should contain activities, artifacts, roles, users and groups, production tools, and support for evolution. Junkermann et al. [22] explicitly define the set to include activities, roles, artifacts, and resources, but also implicitly include support for artifact interrelationships. Lonchamp [25] indicates that activities, artifacts, agents, roles, tools, and constraints are the “classical” process concepts. While there is some agreement on the inclusion of activities and resources, clearly, there is less consensus on other capabilities.

Analyzing several languages and software processes leads us to believe that the core set should include:

- **Activity descriptions**: to define the steps that occur as part of a process

- **Artifact descriptions**: to define the software system under construction, including the implementation code and all of the other artifacts produced

- **Resource descriptions**: to specify human and computer resources available for use in activities
- **Relationships among entities:** to indicate various kinds of semantic interconnections among activities, artifacts, and resources; for example, to indicate that one activity may precede another, one artifact (e.g., a test case) may be derived from another (e.g., a requirements specification), one activity may modify an artifact and use a resource.

- **Consistency management:** to ensure the satisfaction of required conditions over interconnected activities, artifacts, and resources and across activities; for example, consistency may be defined in terms of well-formedness constraints over artifacts and order dependencies among activities.

This set seems to satisfy most of the requirements we have seen other researchers impose; for example, it supports roles as special kinds of relations among activities, and users and tools as special kinds of resources (as suggested in [22]). In fact, all of these features can be found in some process languages, and many languages attempt to provide at least minimal support for most of these capabilities. For example, Adele [6], AP5 [8], APPL/A [34], EPOS [10], and Merlin [22] provide at least some support for most or all of the capabilities. This supports the assertion that all of these aspects must be addressed to obtain a complete production process description.

No existing system supports all of the required capabilities sufficiently, however. Typically, process languages have focused on either activity definition or artifact description, and on the corresponding subsets of consistency and interrelationship definitions. This results in corresponding weaknesses in production processes. Although space constraints prohibit extensive elaboration, we discuss some of these limitations below.

**Activities and Artifacts:** Production processes, like most software systems, must include descriptions of the activities they comprise and the artifacts (data) they manipulate. Unlike many other kinds of software, however, activities in production processes have two complementary but distinct aspects: **proactive** and **reactive** control. Proactive control is what drives the process forward toward a goal. Reactive control is how a process responds to contingencies. Rather than being exceptional occurrences, contingencies arise as a matter of course in production processes, so significant parts of processes are dedicated to describing how to handle them.

Both reactive and proactive control are essential for production processes, yet many process languages focus on only one kind of control. For example, rule-based systems, such as Marvel [23] and Merlin, support reactive control well, but they can only simulate proactive control via appropriate programmer-defined pre- and post-conditions, which is difficult and
awkward. State-based and net-based languages, such as Teamware [37], Process Weaver [13], and SLANG [4], support proactive control, but they do not readily support reactive control. As a result, they are awkward to use for describing reactions to contingencies.

**Resources:** Production processes make use of many different kinds of resources. Resources include, for example, humans involved in the execution of the process and tools used to aid in carrying out activities. Different resources have different attributes; for example, a human resource might have access privileges and number of hours available for a project, while a tool might be characterized in terms of preconditions to be satisfied prior to its use, effects it will have on its operands, etc.

Although resources are a very important part of production process description and execution, few systems support their definition explicitly. For example, AP5, APPL/A, Hakoniwa [21], HFSP [35], Marvel, Pleiades [36], and SLANG provide no predefined mechanisms for resource definition (beyond their artifact and activity definition formalisms). The few systems that do provide some degree of support typically provide descriptions only of human resources and tools (e.g., Teamware and EPOS). The ability of such systems to accommodate more complex resource models remains to be demonstrated. For example, how readily will such systems be able to accommodate necessary distinctions between resources that are shared vs. exclusive, consumable vs. non-consumable, active vs. passive, concrete vs. logical, preemptable vs. non-preemptable, etc.? No resource model of which we are aware addresses all these issues in the representation and use of resources by software processes.

**Relationships and Consistency:** Production processes must be able to capture and manipulate many different kinds of relationships among activities, artifacts, and resources. Among some of the more commonly used kinds of relationships are *inter-activity* (e.g., composition and execution order dependencies), *inter-artifact* (e.g., dependency relationships), and relationships between activities and the artifacts they manipulate, between activities and the resources they use, and between resources and the artifacts they use or modify. These relationships, for example, affect the definition and planning of a process by specifying valid, invalid, and required sequences of activities and reactive responses (which can be inferred based on relationships among activities and between activities and artifacts or resources). Many kinds of relationships also serve as a basis for change impact analysis and consistency management.

In conclusion, we note that a variety of paradigms that have been found useful in conventional application programming likewise seem useful in supporting many aspects of process representation and execution.
2.3 Granularity and Detail

Different aspects and kinds of production processes require different amounts of information about process activities, artifacts, and resources. For example, a managerial process might need to know which developers are assigned to which projects, and how many of their hours are already committed. This requires knowing few details beyond the names and work schedules of developers. A process supporting a developer, on the other hand, might need to know precisely which function in a module the developer modified, which other modules depend on that particular function, and how they depend on it. Knowing these details allows the process to assess accurately the impact of the modification on other artifacts and to plan precisely the propagation of those changes. It also ensures that effort is not wasted—for example, developers can be told exactly where to concentrate their efforts, and if a change does not actually affect anything crucial, it need not result in resources being allocated to propagate the effects of the change. Production processes thus require support for the entire spectrum from coarse- to fine-grained representations of activities, artifacts, and resources. They also require connections among different levels of granularity, to facilitate “zoom-in” and “zoom-out” as necessary.

Most existing process languages support both coarse- and finer-grained descriptions of activities, though the treatment varies. For example, ProSLCSE [26] supports activity decomposition to any level of detail, but the decompositions have limited semantics, so few of the benefits of including detailed information (e.g., analysis, planning) can be realized. SLANG [4] supports decomposition down to the level where tools are invoked, but it cannot describe tools and their effects, so it does not provide deep enough semantics to elaborate activities fully and must, consequently, include an “escape” mechanism to invoke tools that are defined elsewhere. Connections among higher- and lower-levels of activity descriptions have also received varying treatment. Some languages, like MVP-L [33], HFSP [35], SLANG, and APPL/A [34], support explicit activity decomposition, and thus, it is relatively straightforward to move between levels of granularity. Other languages, particularly rule-based formalisms like Marvel [19] and Merlin [22], allow activities to be described in detail and define deep semantics for those definitions, but the activity hierarchy must be extracted from the rule base, which is non-trivial.

Existing process languages have tended to be fairly bi-polar on the issue of granularity of artifact descriptions. Many languages support the definition of “proxies” to represent artifacts. Proxies are essentially black boxes that represent a discrete artifact. They are distinct from the artifact itself. Proxies have associated attributes that summarize any details of their corresponding artifacts that are important to the processes that manipulate the artifacts. The processes cannot themselves access the actual artifact, except through invoked
tools, and tools cannot access the proxies. This approach has been adopted in Marvel, Merlin, SLANG, and GRAPPLE [20]. Other languages support the definition of artifacts at any level of granularity. For example, APPL/A, Adele [6], AP5 [8], and Pleiades [36] are based on general-purpose programming languages, and they provide rich type models that support the fine-grained definition and manipulation of artifacts. Treatment of connections among higher- and lower-levels of activity descriptions has been variable. Several languages support “is-composed-of” and other types of structural or dependency relationships among artifacts (e.g., Adele, EPOS [10], Marvel, and Merlin). The type models in APPL/A, AP5, and Pleiades support arbitrarily complex composition and decomposition of data types.

In general, while it is possible to abstract away details from a fine-grained representation if a particular process does not need them, it is not possible to synthesize additional details from a coarse-grained representation when a process does need them. Further, details are often necessary for deciding how the process should proceed, for making predictions about future process behavior, for assessing past process performance, etc. Languages that do not support the detailed expression of process elements (activities, artifacts, resources) provide correspondingly limited support for production processes.

When a language supports only coarse-grained representations, it is limited, a priori, to providing coarse-grained interrelationships and consistency definitions (e.g., Marvel and Merlin). Many kinds of fine-grained relationships convey deep semantics. For example, a “depends-on” relationship from a design document to a requirements document can indicate that the documents are mutually inconsistent, but relationships between specific design elements and the requirements they satisfy can indicate precisely which parts are inconsistent and how. Similar arguments can be made for interrelationships among activities, between activities and artifacts, etc. Thus, it is important for processes to be able to capture relationships among activities, artifacts, and resources at different levels of granularity. We note that these same lessons have also been learned about languages for software product development.

2.4 Visualization

Humans can often absorb complex information efficiently if it is represented pictorially. As software processes are notoriously complex, and because a grasp of this complexity can be of great importance, there has been considerable attention paid to support for visualization in process languages. The specific goals of process visualization include

- Improved intuition about process: Superior pictorial representations can enhance human intuition. For example, it has been hypothesized that process visualizations can
help humans to more accurately infer where processes can be parallelized, where iterations occur, and where execution bottlenecks might be expected. By helping humans infer these important process characteristics, such visualizations also support more accurate reasoning about processes.

- **Surer sense of process execution status**: Superior visualizations can enhance understanding of the static and dynamic properties of processes. Thus good visualizations can help project personnel understand such key situations as the state of project completion, the extent to which resources and personnel are being used effectively, and whether progress is acceptable.

- **Improved communication among team members**: It has been hypothesized that superior process visualizations help project members communicate about key project issues. Such visualizations can be used to indicate when coordination efforts are needed, and on what subjects, and to help avert misunderstandings.

- **Ease of modification**: Software processes routinely execute for years, so they are likely to require modification during their execution. The complexity and subtlety of software processes severely aggravate the difficulty of such changes. Changes must be carefully considered and well supported by good insights and intuitions. Thus, superior pictorial visualizations of such processes may be important assets for process modification.

One common approach to process visualization, which was taken in IDEF0 [32], Process Weaver [13], and Teamware [37], is to use a single pictorial representation to define software processes. Most of these representations depict process activities and their interrelationships as graphs with nodes (activities) and edges (interrelationships). Some representations provide different depictions to show different kinds of process activities and interrelationships.

Virtually all visualization systems seem to acknowledge that users should not be confronted with very large representations. Too much or too many kinds of information on one diagram seem to hinder at least some types of comprehension. Thus, for example, IDEF0 is often used to show only dataflow between process activities. When it does this, and nothing further, a very clear picture often emerges. IDEF0 can also be used, however, to depict other interrelationships simultaneously, which results in a far more cluttered and confusing picture and the loss of many benefits of visualization (clarity, enhancement of intuition, etc.). A similar phenomenon is noted in the use of Petri nets, which have become a fixture for clearly depicting flow and synchronization of activities. In systems such as SLANG [4] we see that Petri nets function very successfully in depicting these aspects of software processes. In SLANG, however, we also see that, as the basic Petri net vehicle is elaborated (e.g., by
adding colored tokens and specialized transitions), the result is increasing complexity but decreasing comprehensibility.

One attack on the self-defeating clutter of overly elaborate diagrams has been to present process visualizations as coordinated sets of diagrams. Thus, systems such as Statemate [15] and Oikos [28] represent processes using multiple diagrams, each presenting a different view of the process. With such systems users can browse a variety of different diagrams, each of which represents a focused view.

A major problem with such approaches is the need to maintain consistency among multiple views. Systems such as Oikos address this problem by generating all views from a single common non-pictorial representation of the process. Thus, the view-generators keep all of the views consistent with the common representation and with each other. Another key advantage of this approach is that it eases problems of providing a strong semantic basis for the visualization. With primitive visualization systems such as IDEF0, the depicted relations are defined rather informally. This can lead to misinterpretations of the diagrams. Systems such as SLANG, which base the Petri net-like depictions upon rigorously defined semantics, do not suffer from this problem. The Oikos approach seems to combine the advantages of simple, clear diagrams, multiple views, and strong semantic basis for the views.

From this brief survey of visualization efforts we can infer the following:

- **Pictures improve communication and help intuition:** Process visualizations aid in communication by distilling considerable amounts of information. These visualizations can be highly suggestive, supporting useful, important inferences.

- **Pictures work best when they depict modest amounts of information:** As the quantity and diversity of information covered by the depiction increases, intuition and comprehension decreases.

- **Pictures can be ambiguous and may promise more than they deliver:** In the absence of a semantic basis for a visualization, different users can draw different conclusions from the visualization, leading to conflict and confusion. Moreover, while visualizations stimulate users’ intuition, there is a danger that the inferences drawn by users may be incorrect. The issue here is the solidity of the semantic base from which the visualizations are drawn, and the extent to which users reliably draw correct inferences from the visualization.

- **Multiviewers help with visualization problems:** The use of a semantically deep formalism as the basis for the drawing of a coordinated set of views seems to support most of the desirable properties of visualization while avoiding many of the problems.
• **Strong, non-visual representation is of central importance:** The foregoing has lead us to conclude that, while visualizations can be most beneficial in facilitating important intuitions, they are most useful and reliable when they are drawn from a semantically rich non-visual representation.

These conclusions suggest that visualizations function best when they complement semantically rich, non-visual representations. We believe that this synergy is directly analogous to the synergy between software designs or models and code. Further we suggest that this analogy should guide the process community towards a more useful understanding of how process models and process code should be used together.

### 2.5 Language Architectures for Process Support

In Section 2.2, we reviewed the aspects of software processes that we believe are essential for process execution. These aspects must be addressed through process languages. In this section we discuss alternative approaches that provide support using one or more languages.

**One Semantically-Broad Language:** One approach to supporting software processes is through a single, semantically broad language. Examples of such languages include APPL/A [34], Merlin [22], Adele [7], and AP5 [8]. This approach has several benefits. The use of a single language provides comprehensive and integrated syntax and semantics across multiple process aspects and subdomains. In turn, one language is usually easier to learn, understand, analyze, and use than multiple languages.

On the other hand, a single large language may be very large indeed, and even so it is unlikely to support all of the features and approaches that may be useful in different software processes. The generality of such a language may be achieved by lowering the semantic level of the language towards general-purpose features, as in APPL/A, but this can complicate understanding and analyses at the high level (see Section 2.6). Alternatively, generality may be achieved by taking the "union" of a variety of high-level abstractions, which can lead to further complexity and interoperability problems without guaranteeing generality.

**Multiple, Independent, Special-Purpose Languages:** An alternative to one broad language is the use of multiple, semantically specialized languages [30]. The advantage of this approach is that specialization within an individual language allows simpler, more concise, more analyzable, and more understandable programs within that particular domain.
Additionally, the availability of a variety of such languages can allow a choice of the most appropriate language or model for a particular purpose within a process. When multiple languages are used, however, the issue of their uniformity, understandability, and analyzability as a group is an issue. Additionally, the interoperability of the different languages and their respective models for control, data, consistency, etc., becomes a problem.

Core Languages with Extensions: Conradi and Liu [11] identify a third alternative, that is, the use of a common "core" language extended with higher-level and more specialized languages. This approach should be flexible enough in principle to support special process needs or domains in a relatively straightforward manner. However, defining the core language is a problem on the order of defining a single, broad process language. It also raises ongoing questions about whether each capability belongs in the core or in an extension. As observed in [11], for example, putting support for meta-processes into the core can be inefficient (since the execution of a core-level meta-process requires translation to affect the various extensions); however, putting it into the extensions means that capabilities may be repeated among the extensions and more difficult to coordinate and maintain. In general the approach will require translation between the core language and the various extensions; this problem may or may not be more difficult than the corresponding interoperability problem when multiple languages are used independently (as described above).

General Implications for Process Languages: Languages that attempt to "do everything" for a process are probably unworkable because of their size and complexity. Software process is a domain in which many difficult problems occur. However, attempting to provide direct support to solve all of those problems leads to "kitchen sink" languages that may be powerful but are too difficult to use. It seems to us that a more viable alternative is to define somewhat simpler languages that can easily accommodate the more normal cases but are general enough to admit the programming of alternative approaches to special cases.

Each of the three approaches described above seems plausible in principle, and experience has already shown that each also suffers from limitations of one sort or another. Approaches based on a core language do not seem to be essential, but neither should they be excluded. Montangero [27] argues that the multiple-language approach should be pursued over the shorter term to identify requirements on suitable core languages for the longer term. There seems to be no single correct answer to the question of how linguistic support for software processes should be structured. More work is warranted on all approaches.

We also note that designers of classical programming languages have struggled with similar issues and approaches over the decades—with a similar lack of resolution. However, these
decades of experience do not seem to us to be adequately exploited by process language designers.

2.6 A Semantic Space of Process Languages

Different kinds of activities related to software processes may be supported more or less well by different kinds of process languages. When defining or choosing a process language, it is important to have a means for determining what sort of language best suits the intended process application. Towards this goal, we have found it useful to characterize process languages in terms of three general semantic properties: *semantic breadth* refers to the range of support for various aspects of software processes, *semantic level* refers to how closely a language's abstractions match the concepts in software processes, and *semantic depth*, by which we mean semantic formality, rigor, precision, and completeness.

These properties represent the dimensions of a semantic space that includes all process languages. Points throughout the space add value for some aspects of process representation and execution and help to distinguish the uses for which particular languages are appropriate. A variety of positions in the semantic space are taken by current process languages. Some representative examples are:

- ProSLCSE [26], IDEF-0 [32], Process Weaver [13], and Teamware [37] help to orchestrate, and may partially automate, process tasks and tools. They have a high semantic level, but their breadth is narrow, even in describing process activities. Their depth ranges from shallow to moderate, since they admit few formal analyses and, if they support process execution, it is to a limited extent.

- MVP-I. [33] is intended specifically for process modeling. It necessarily has a high semantic level, medium semantic breadth, and shallow semantic depth, and it is not intended to support execution.

- APPL/A [34], Merlin [22], Marvel [23], and EPOS [10] are intended to produce fully executable process programs. They require the ability to support a broad range of functionality, with semantics sufficiently deep to enable execution. Their level of abstraction is generally low to moderately high, though Adele-TEMPO, which also supports executable process programs, combines a low-level and high-level language [6].

An analysis of language suitability for various users and roles in a software process [33] supports the contention that the appropriate applications of process languages are determined by characteristics related to semantic level and breadth.
This semantic space provides a framework for analyzing the suitability of languages for particular sorts of roles in support of process representation and execution. The same semantic dimensions characterize specification languages, design formalisms, and coding languages that are used in conventional software development. The place of various languages in the software product life cycle is usually well recognized. A similarly clear view of the roles of various languages in the software process life cycle remains to be achieved.

2.7 Process Meta-Capabilities

Software processes require a variety of meta-capabilities. These are capabilities that reify, affect, or control the use of other capabilities. For processes, we believe that meta-capabilities should apply to the core process functionalities, namely, activities, artifacts, resources, relationships, and consistency. We see three main categories of meta-capabilities that software production processes require:

- **Meta-data** describe the status or state of entities in a software process, e.g., the execution state of tasks, the types of objects, the usage of resources, the enforcement status and state of constraints, etc.

- **Reflectivity** is the ability of a software process to assess its own properties (e.g., execution state) and act on those assessments. Reflectivity is useful in software processes for a wide variety of purposes, such as planning activities based on projected resource availability, making control decisions based on the consistency of artifacts, maintaining artifact consistency based on evolving versions of type definitions, and so on.

- **Dynamism** is the ability to make decisions about and changes to, a process during its execution. Typically dynamism is considered to affect fundamental aspects of the process definition or attributes. The decisions may range, for example, from selection among alternative activities, to the modification of existing activities, to the addition and deletion of activities. Other sorts of dynamism include, for example, the ability to make dynamic adjustments of resource allocations and the ability to dynamically control required consistency conditions. Dynamism may be exercised from within a process, constituting a form of reflectivity (for example, if a process is self-modifying). Dynamism may also be imposed from external sources, e.g., when a process-maintenance process operates to make improvements in an ongoing production process.

---

2 Evolution is typically defined as a meta-capability as well, but we believe it to be separable. See Section 2.8 for a discussion.
Meta-data, reflectivity, and dynamism have been supported in various ways and for different purposes. APPL/A [34] programs typically include some programmed representation of activity and artifact state, defined using more general-purpose constructs. These are typically used for dynamic process control. Pleiades [36] provides dynamic information about artifact type and instance definitions, and dynamic control over several object management capabilities, including persistence and the enforcement of constraints on artifacts. These capabilities are used, for example, to reason about the states of artifacts and to plan modifications to them accordingly. AP5 [8] takes a meta-data approach to the dynamic accommodation of artifact inconsistencies [1]. AP5 and Merlin [22] define rules as data, enabling them to be manipulated reflectively and dynamically. SLANG [3] and EPOS [10] also define manipulable data representations for process models. These are especially intended to support process evolution.

Support for meta-data, reflectivity, and dynamism are requirements on most software processes. Many different kinds of meta-data may be useful in software processes. However, there is probably a limit to the amount of meta-data that a language or process can effectively maintain and apply. More research is needed to determine (among other things) the kinds of meta-data that are most useful to production processes, the most appropriate strategies for the reflective use of meta-data, and the extent to which process-independent capabilities provided at the language level can support process-dependent semantics at the process application level. A major language design issue is the kinds and extent of dynamism that should be supported or accommodated. Too little linguistic dynamism complicates the programming of dynamic processes, but too much linguistic dynamism undermines process stability (and thus understandability, analyzability, predictability, reusability, and so on). Finally, it should be noted that dynamic behavior in processes is not wholly dependent on dynamic capabilities in process languages; it may be supported in a variety of ways. This is a particular application of the general principles enunciated in Section 2.1 and elaborated in Section 2.8.

2.8 Meta-Processes

An important distinction in software processes is between production processes and meta-processes [3, 9, 35]. Production processes, which are the focus of this paper, support the development and maintenance of software products. Meta-processes are essential to production processes, since meta-processes effect the creation, execution, management, and evolution of production processes. A goal for production processes is to be readily, yet safely, manipulable by meta-processes, e.g., for process maintenance and evolution. A goal for pro-
cess languages is to facilitate the systematic and principled application of meta-processes to production processes according to sound software-engineering practices.

The predominant approach taken so far to specifying meta-processes has been to define process languages in which support for production processes and support for meta-processes are combined. A typical technique for supporting process evolution in these languages is to represent the production process fundamentally in the form of data, and then effect process evolution by modifying the data representations. Examples of this approach are EPOS [10], in which production processes are represented as a combination of task networks and rules, SLANG [4], which represents production processes as modified Petri nets, GRAPPLE [20], which represents production processes as plans, and Merlin [22], which represents processes as mutable rules.

For our purposes, the approach of combining representation of production processes and meta-processes complicates the representation of production processes. It yields process representations that combine code and data for meta-process activities with code and data that represent production-process activities. The software product. The complication of production-process representations is especially problematic because production processes are themselves complex, and process programs to support them are correspondingly complex. This places a premium on their understandability, verifiability, analysis, reusability, etc. These qualities are all harder to achieve in a process program if the code and data of the meta-process must be "filtered out" in order to make the representation of the production process visible. Our belief is that the considerable weight of software development experience should guide the process community here. Given the complexity of both production processes and meta-processes, a separation of these concerns is desirable for the sake of simplification.3

The evolution technique that has been most used, i.e., representing production processes as data, has an additional drawback. That is, those data must be interpreted to understand the production process, but the data are subject to change. The process-program code is primarily for the meta-process, so analysis of that code conveys little information about the production process. While this technique may be suitable in some cases, it is only one of several that may be used to support process evolution. Other techniques include, for example, type and data evolution (e.g., [24]), late and dynamic binding, dynamic linking, tool buses [31], object request broker architectures [12], and programming techniques, such as subjectivity [16], object roles in Adele [6], and program design techniques to support evolution, like intermittent execution [34]. All of these techniques have benefits and may be

---

3"Separation of concerns is a common-sense practice that we try to follow in our everyday life to master the difficulties we encounter. The principle should be applied also in the case of software development, to master its inherent complexity" ([14], p. 47).
more appropriate for various purposes than using data representations for processes.

We believe that research into both processes and meta-processes should continue. However, because these processes are subject to different and even competing requirements, we believe this research should proceed largely on parallel, not overlapping, tracks. Languages for production processes in particular should benefit from a focus on issues that affect software production, since there is still much to be learned there.

3 Conclusions

The foregoing sections include a number of observations about particular aspects of process language definition and use. These allow inferences about the suitability of particular kinds of languages and language characteristics for particular purposes in the software process life cycle. The use of process languages in support of software processes has been successful in a variety of ways. This success leads us to believe that the approach remains viable and promising. Furthermore, it allows us to begin to validate the hypothesis that there are strong parallels between techniques and issues of software development, and key techniques and issues in process development. In this section, due to space limitations, we can only address some of the parallels, and select those that seem the most compelling.

Importance of Code and Non-Code Representations: In software development there has long been a recognition that a final product must be much more than naked code. Design, architectures, requirements, and evaluative material are essential as well. This variety of artifacts is necessary to assure that needs other than the need to execute on a computer can be met. The same seems to be true in the process domain. Process code (such as APPL/A [34], Marvel [23], etc.) supports process execution, but there are other needs as well (e.g., group coordination) that are better met by design artifacts such as process models. Thus, the steady growth of interest in process modelling, process architecture, and process measurement tools and technologies seems expectable. What is unexpected is the continual disappointing lack of interest in process requirements technology. This obviously key technology area should be attracting aggressive attention.

Diversity of Representation Language Paradigms: Currently there is considerable experimentation with a wide variety of languages and language paradigms in an attempt to determine which are most successful in effectively representing process information. No
clearcut winners or losers have been identified. This also closely parallels decades of experience with design and programming language research. These decades of research have still failed to produce a single general-purpose language that has been generally accepted by the design and programming communities. We suggest that process development does indeed from this perspective appear to be tantamount to programming in a specialized application area (software process), but that area is sufficiently broad that different languages are likely to be more or less effective in representing different types of processes.

There is growing evidence, however, that the situation in the process domain may be even more difficult than in other, more traditional application areas. Research to date has clearly indicated that process languages need to be reflective and dynamic (to name just two troublesome characteristics) for reasons that are now increasingly clear. Thus process languages seem to require more semantic features than seem to be sufficient for most other applications areas. Thus, research in this area is likely to stretch the current limits of programming language research in particularly challenging ways. More research is needed in order to better understand and specify what is needed. This should help determine where existing language research can help, and where new ground must be broken.

**Importance of Semantics:** In software development the importance of a strong semantic basis for architecture and design specifications is increasingly understood to be essential, as this permits safe and effective reasoning and inference about these key precode artifacts. In a similar way, experience to date indicates that process models benefit from a strong semantic basis, and suffer from the lack of one. Both software design diagrams and process models strongly heighten intuition when they are clear and suggestive. In the case of software designs, however, the lack of semantics prevents effective checking for such errors as race conditions, dataflow anomalies, and possible deadlocks. The process community seems to be just starting to realize that process models that are only pictures, not based upon precise semantics, are open to varying interpretations, none of which can or should be trusted.

**Evolution is Crucial, but Difficult:** In both software development and process development it now seems clearly understood that the end product cannot be regarded as fixed, final, and unvarying. As both sorts of products interact with a changing world, they will likewise need to undergo continuous change. The difficulty of safely and effectively evolving software products is currently a source of continuing frustration, and the target of continuing research. In the domain of process development, the analogous sort of work is referred to as meta-process research, and is no less important and troublesome. Here, however, there seems to be a clear difference in approaches. Meta-process work seems to be far more in-
clined to countenance evolution of the process while it is actually executing, and often using formalisms that are the same as, or very similar to, process formalisms themselves. In contrast, software is rarely evolved while it is actually executing. Further, while there is a belief that there are key kinships between software evolution technologies and software development technologies, there seems to be little confidence that current technologies in one area will adequately address the problems in the other area. These differences may prove to be fundamental. It is likely that the process domain will demand that technologies for evolving running processes safely will need to be developed. On the other hand, it is far less clear that a uniform formalism and technology for both process development and process evolution can be found or should be sought. Further research on these subjects is clearly needed.

Closing Thoughts: Continually accumulating experience indicates that process development is profitably thought of as the development of a sort of software—that it is essentially programming in a specialized domain. Software development analogies have guided numerous process technology development efforts, often to beneficial outcomes. The software development idiom seems to be a likely source of inspiration for important new process research (e.g., process requirements formalism is a promising research area), and should be reassessed from this point of view. In some cases, however, the analogy seems to be less valid. For example, reflectivity, and technologies for evolving running systems, seem to characterize the process domain and distinguish it from software development. Development of these technologies for process will probably find little programming technology to exploit, but are likely to return technology that will prove useful to software development. Thus we continue to believe that the search for similarities and differences between software and process development has been, and will continue to be, a lively and mutually beneficial enterprise.
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