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Abstract Throughout his career, Leon Osterweil has made significant contributions that have impacted the research and state-of-the-practice on development environments. Initially his focus was on programming environments, mostly addressing issues needed to support his work in program analysis. Later his focus expanded to software lifecycle issues, such as flexible component interaction models, efficient system regeneration, and the use of process definitions as the major coordination mechanism to orchestrate the interactions among collections of tools, hardware devices, and human agents. His current research continues to address environment issues, but now the emphasis is on supporting continuous process improvement by providing process languages, execution, simulation, and an assortment of analysis tools for evaluating the effectiveness, safety, and vulnerabilities of processes for a range of domains, from healthcare, to digital government, to scientific workflow.

1. From Program Analysis to Programming Environments

The early work on program analysis undertaken by Osterweil and Fosdick [21,37], Ryder [47], Balzer [5] and others initiated a new research direction, where analysis was used not only to assist with compilation but also to help find problems in the code. The early analysis work was primarily concerned with supporting FORTRAN, and Osterweil and Fosdick were working with the Numerical Analysis Group (NAG) in Oxford, England, which was trying to develop efficient and accurate numerical software packages [35] in close collaboration with Argonne National Labs, a major user of such libraries. As discussed in Part I of this book, program analysis has continued to grow as an important research area, as software
systems have grown in size and complexity while also becoming a driving force of much of our societal infrastructure.

Early work in program analysis, however, soon confronted inherent and difficult problems in implementing these approaches, first as isolated tools and even more so as collections of tools. These problems laid the foundation for a thread of work, undertaken by Osterweil and others, addressing the need for environments of tools that support the full lifecycle of software activities. The early work on Software Development Environments (SDEs), such as Interlisp [60] and Mesa [54], were extremely innovative but were focused on a single, central programming language. The Gandalf Project [23] and the Cornell Program Synthesizer Project [44,59] built upon and generalized these approaches by creating meta-programming environments that could be instantiated for different programming languages. For the most part, these environments were tightly integrated around a central repository and one focused goal, the development and execution of a program. The Toolpack project [33] took a somewhat broader view of environments and recognized that collections of tools would be needed to support the various software engineering activities. It argued that these tools should not be monolithic, but instead they should be decomposed into tool fragments that could be called upon in different ways to achieve support for the many varied activities associated with software development. In many regards, this was one of the first arguments for component-based software engineering, made at a time before the infrastructure was available to easily define the components or flexibly glue them together.

In addition to recognizing the importance of component-based development, the Toolpack project was grappling with how to deal with software evolution. At that time, the FORTRAN systems being developed were considered large and recompilation and reanalysis were expensive. If one piece of the system changed, then did all of the tools in the environment have to be reapplied? Building on the success of Make [20], which automatically assembles executables from various source files for Unix, Clemm and Osterweil developed Odin [14]. Odin would also automatically assemble the executables from various source files, but it would first analyze what had changed in the system and then, based on those results, determine which tool fragments needed to be reapplied and automatically initiate their execution. Moreover, Odin tried to determine when it should eagerly recompute and save intermediate results versus lazily delay and only recompute when a current version was needed.

2. Integrated Software Development Environments

Toolpack was one of the first attempts to recognize that software development was a complicated set of processes and would need to be supported by a collection of tools that interacted with each other. The US Department of Defense (DoD) was just starting to recognize the importance of software systems to their mission, and Defense Advanced Research Projects Agency (DARPA), which previously had
primarily focused on networking and artificial intelligence, initiated research programs to support the development of large, complex systems. The DARPA-funded Arcadia Project was novel in that from the get-go it involved collaborations among researchers from different institutions. The academic ties to Osterweil were quite strong however. The major academic departments were the University of California, Irvine, the University of Colorado, Boulder, and the University of Massachusetts, Amherst, along with TRW and Incremental Systems, Inc. It is notable that the university efforts were all led by former students of Osterweil or their descendants.

Early SDEs, now called Integrated Development Environments (IDEs), focused on how to have a collection of tools work together to support the software development process. Based on the success of the programming environments for LISP and Mesa, interest developed for providing an environment for Ada, an emerging language at the time. Early Ada documents [6] outlined an agenda that went beyond just programming language support and included support for the full software lifecycle. Most of these efforts, however, assumed that these environments would be tightly integrated, in that there would be a single repository and a single user interface. Thus, any new tools would have to be developed with this common architectural view, which would no doubt limit extensibility. The Arcadia Project [26,57,58] broke from this view and argued for alternative integration models. These included using loose interaction models, object management, tool composition, and process models.

In their work on interaction models, Maybee, Heimbigner and Osterweil developed the Q system [28]. Q, like the Field system being developed about the same time by Reiss [42,43], supported loose interaction among distributed components and provided much more flexibility than commonly used RPC or message passing models. With respect to data interoperability, Q built upon the Module Interconect Language [39,40] and IDL [27,52] work that was going on at that time to support data interoperability across languages. It is interesting to note that Q was the first open source and publicly available implementation of the CORBA 2.0 standard [32]. Subsequently, CORBA and other middleware systems built upon and extended many of the ideas that initially appeared in Q. A similar approach to loose interaction was also incorporated into the Chiron user interface system [66] that is now the standard architectural model for user interfaces.

The work on object management was an attempt to circumvent the restricted relational data base view of objects that assumed that there would be, at least conceptually, a single repository and associated data schema. APPL/A [53], PGraphite [56,62], Triton [24] and then Pleiades [55], Arcadia object management prototypes, included capabilities that allowed abstract data types to be defined, manipulated, and made persistent. The Arcadia object management work, as well as other efforts in this area (e.g., [3,31]), led to interesting interactions between the database community and the software engineering community and was the precursor of work on object-oriented data bases (e.g., [1,2]) and the impetus to incorporate persistence into programming languages [22].
Another contribution that arose from the Arcadia project was the importance of providing clean interfaces to various language-independent, intermediate results that arose from front-end compilation and analyzes. For example, language-independent interfaces to commonly used objects such as abstract-syntax trees, control flow graphs, dependency graphs, etc., facilitated the application of further analyses, one of the focal areas of the Arcadia Project [13,45,46]. This tool composition approach that was advocated in the Arcadia project has been subsequently widely adopted in environments such as Eclipse [18] and Visual Studio [61].

The research on interaction models, object management, and tool composition was, in some regards, focused on software architectural models, an important thread of much of the Arcadia project. This emphasis, directly or indirectly, led to some of the earliest work on software architecture, such as the PIC model for describing access control among components [63], the C2 interaction model [29], architectural classification work [30], and one of the earliest papers to introduce the concept of software architecture and associated concerns [38]. All of the Arcadia researchers engaged in long, and often heated, arguments about these topics and all benefited from these exchanges. The Taylor paper in Chapter 9 further elaborates on many of these issues and the ensuing research that built upon these early insights.

3. Process-driven Environments

One of the major insights that arose from the Arcadia project was Osterweil’s realization that Make, Odin, and all of the existing scripting notations were inadequate to capture the complex interactions that were needed to describe how agents—that is, software components, hardware components, or human users—were to interrelate and interact in an IDE. Osterweil postulated that nothing short of a programming language would suffice in his seminal paper [34], “Software Processes are Software Too” (reprinted in Chapter 17). In this paper, Osterweil argued that it was necessary to accurately represent all the desired interactions among agents required by all of the development phases (e.g., requirements, design, etc.) in order to support the careful planning required to develop a software system. Moreover, he argued that the many analysis tools in the Arcadia environment, as well as the infrastructure components, such as the middleware and object management components, had to be orchestrated by process definitions defined in a rich, process language with well-defined semantics so that it, too, could be the subject of analysis.

This work was the harbinger of a rich body of work on software processes, described in more detail in Part III. Osterweil, however, soon viewed this work on process definition as going far beyond software development, which he now viewed as just one domain of interest, albeit an important one. He saw processes everywhere and soon came to realize that having an articulate process language
provided an important basis for developing an environment to support systematic process improvement in many different domains.

4. Environments for Continuous Process Improvements

Osterweil was strongly influenced by the work of Deming [16] and Shewhart [48] on the study of process improvement. He realized that the process language that he had developed, Little-JIL [7], could be used to capture complex processes in a number of domains. Building upon his earlier work on SDEs and his view that processes are software too, he argued that process definitions need to be as carefully developed and analyzed as any other software system. This led to work with Clarke and Avrunin on developing a Process Improvement Environment [4] that included a visual editor for the language, plus a set of analysis capabilities. Analysis techniques that were originally developed to capture requirements of software systems [15,51] and to verify these requirements [17] were enhanced to address the complexities of process definitions. In some cases, the strong control-oriented view of process definitions made them even more amenable to this type of analysis than more data-oriented software systems.

To evaluate the hypothesis that a process improvement environment could benefit a wide variety of domains, case studies were undertaken in the areas of healthcare [9,10,25], on-line dispute resolution [11], elections [49], scientific workflow [19,36] and other areas. Each domain illustrated the benefits of this approach and provided insights about possible enhancements to the process improvement environment itself. For example, the work on healthcare resulted in the development of hazard analysis techniques to detect vulnerabilities, such as single points of failure [8], and discrete event simulation capabilities [41] to evaluate the comparative effectiveness of alternative processes or resource assignments. Some of the issues that have arisen during this work are reminiscent of early research threads that emerged in the early SDE work. For example, maintaining coherence between process performers and executing processes extends the early work on GUI design and event based notification with more extensive mediation mechanisms [50] that now need to be extended even further to support on-line process-guidance. Modeling complex processes, such as emergency room patient flow, often requires not only object management, but also resource management so that contested items can be effectively allocated and utilized. This has led to research on defining and allocating very diverse types of resources, such as those found in challenging real-world domains [64,65]. Because the Little-JIL language was specifically designed to support the flexibility that human agents like to retain, this process improvement approach is seen as particularly applicable to human-intensive systems, that is systems where human decisions and participation are an integral part of a complex process [12]. Such human-intensive systems arise in a range of domains from healthcare, to emergency response, to command and control, and will probably continue to grow in impor-
tance as devices, software systems, and human ingenuity are brought together to solve complex problems. Cugola et al. describe their recent work on applying process programming to the human-intensive domain of service-oriented computing in Chapter 10. Osterweil’s current work is focusing on environments for modeling, evaluating, and executing such systems, going beyond the application of static analysis techniques to detect errors and vulnerabilities to also include online process monitoring and guidance as well as process improvements based on post-execution assessment and probabilistic analysis.
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