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ABSTRACT

Finite-state verification techniques are often hampered by the state-explosion problem. One proposed approach for addressing this problem is assume-guarantee reasoning. We were interested in determining if assume-guarantee reasoning could provide an advantage over monolithic verification. Using recent advances in assume-guarantee reasoning that automatically generate assumptions, we undertook a study that considered all two-way decompositions for a set of systems and properties, using two different verifiers. By increasing the number of repeated tasks for a system, we evaluated the decompositions as the systems were scaled. In very few cases were we able to show that assume-guarantee reasoning could verify properties on larger systems than monolithic verification could. Additionally, assume-guarantee reasoning could only verify these properties on systems a few sizes larger than monolithic verification. This negative result, although preliminary, raises doubts about the usefulness of assume-guarantee reasoning as an effective technique.

Categories and Subject Descriptors
D.2.4 [Software Engineering]: Software/Program Verification—model checking

General Terms
Verification, Experimentation
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1. INTRODUCTION

Finite-state verification techniques are being developed to verify behavioral properties of distributed and concurrent systems. One of the major problems that these techniques must address is the state-explosion problem, where the number of reachable states to be explored is exponential in the number of concurrent tasks in a system. Compositional reasoning techniques have been proposed as one way to address the state-explosion problem. One of the most frequently advocated compositional reasoning techniques is assume-guarantee reasoning [19, 26] in which a verification problem is represented as a triple, \( \langle A \rangle \ S \ (P) \), where

- \( S \) is the subsystem being analyzed,
- \( P \) is the property to be verified, and
- \( A \) is an assumption about the environment in which \( S \) is used.

The formula \( \langle A \rangle \ S \ (P) \) is true if, whenever \( S \) is used in an environment satisfying \( A \), then the property \( P \) must hold. Consider a system \( S \) decomposed into two subsystems, \( S_1 \) and \( S_2 \) (which may then be further decomposed). To verify that a property \( P \) holds on the system made up of \( S_1 \) and \( S_2 \), denoted \( S_1 \parallel S_2 \), the following is the simplest assume-guarantee rule that can be used:

\[
\begin{align*}
\text{(Premise 1)} & \quad \langle A \rangle \ S_1 \ (P) \\
\text{(Premise 2)} & \quad \text{(true)} \ S_2 \ (A) \\
\text{(true)} & \quad S_1 \parallel S_2 \ (P)
\end{align*}
\]

By checking the two premises, a property can be verified on \( S_1 \parallel S_2 \) without ever having to examine \( S_1 \parallel S_2 \).

There are several issues that make using the above assume-guarantee rule difficult. First, if the system under analysis is made up of more than two subsystems, which is often the case, then \( S_1 \) and \( S_2 \) may each need to be made up of several subsystems. Deciding how to partition the subsystems into \( S_1 \) and \( S_2 \) is not easy and can have a significant impact on the time and memory needed for verification. We have found, for example, that memory usage between two different decompositions can vary by over an order of magnitude. Second, once a decomposition is selected, it can be difficult to manually find an assumption \( A \) that completes the assume-guarantee proof. Because of the difficulty of doing compositional reasoning, it has not been practical to undertake an empirical evaluation of this approach, although several case studies have been reported [5, 8, 11, 14, 17].

There has been recent work on automatically computing assumptions for compositional analysis [4, 8, 14, 17] that has eliminated one of the obstacles to empirical evaluation. By automatically creating the assumptions, it is now possible to examine a large number of decompositions. Using the algorithm in [8], we undertook such a study to evaluate the effectiveness of assume-guarantee reasoning.

We initially undertook this study to gain insight into how to best decompose systems and to learn what kind of savings could be ex-
pected from assume-guarantee reasoning. For this study, we implemented this automated assume-guarantee reasoning algorithm for two verifiers, FLAVERS [10] and LTSA [21]. We began by looking at several examples using FLAVERS, but the results of these experiments were not as promising as the results seen in [8], which used LTSA. Although the two tools use different models and verification methods, this was surprising to us. As a result, we translated our examples into LTSA to see if our choice of tool affected our results. In the study reported here, we applied both tools to a small set of scalable systems and properties. For each property of each system, we examined all of the ways to partition the subsystems of that system into \( S_1 \) and \( S_2 \) at the smallest system size. We considered all of these two-way decompositions to find the best decomposition, that is, the decomposition that explored the fewest number of states. To determine if assume-guarantee reasoning could be used to verify these properties on larger system sizes than could be verified monolithically, we generalized the best decompositions to make them applicable to larger system sizes. We needed to use generalized assumptions because checking all two-way decompositions to find the best decomposition is infeasible for larger system sizes. To evaluate the generalized decompositions, we looked at two-way decompositions of some larger system sizes. We were not able to find the best decomposition in all cases because of the time cost involved. Still, we examined over 43,000 two-way decompositions and used over 1.43 years of CPU time.

The results of our experiments are not very encouraging and raise concerns about the effectiveness of assume-guarantee reasoning. For the vast majority of decompositions, more states are explored using assume-guarantee reasoning than are explored using monolithic verification. If we restrict our attention to the best decomposition for each example, then we found that in about half of the examples our automated assume-guarantee reasoning technique explores fewer states than monolithic verification for the smallest system size. When we used generalized decompositions to scale the systems, compositional analysis often explores fewer states than monolithic verification. This memory savings, however, was rarely enough to increase the size of the systems that could be verified beyond what could be done with monolithic verification.

Section 2 provides some background information about the finite-state verifiers and the automated assume-guarantee algorithm we used. In Section 3 we describe our experimental methodology and results. We end by discussing related work and conclusions.

2. BACKGROUND

This section gives a brief description of the two verifiers used in our experiments, FLAVERS and LTSA. It also briefly describes the \( L^* \) algorithm and how it can be used for automated assume-guarantee reasoning.

2.1 FLAVERS

FLAVERS (FLow Analysis for VERification of Systems) is a finite-state verifier that can prove user-specified properties of sequential and concurrent systems [10]. These properties need to be expressed as sequences of events that should (or should not) happen on any execution of the system. A property can be expressed in a number of different notations, but is translated into a Finite-State Automaton (FSA). The model FLAVERS uses to represent a system is based on annotated Control Flow Graphs (CFGs). Annotations are placed on nodes of the CFGs to represent events that occur during execution of the actions associated with a node. Since a CFG corresponds to the control flow of a sequential system, this representation is not sufficient for modeling a concurrent system. FLAVERS uses a Trace Flow Graph (TFG) to represent concurrent systems. The TFG consists of a collection of CFGs with additional nodes and edges to represent intertask control flow. A CFG, and thus a TFG, over-approximates the sequences of events that can occur when executing a system.

FLAVERS uses an efficient state-propagation algorithm to determine whether all potential behaviors of the system being analyzed are consistent with the property being verified. FLAVERS analyses are conservative, meaning FLAVERS will only report that the property holds when the property holds for all TFG paths. If FLAVERS reports that the property does not hold, this can either be because there is an execution that actually violates the property or because the property is violated on infeasible paths through the TFG. Infeasible paths do not correspond to any possible execution of the system but are an artifact of the imprecision of the model. The analyst can introduce feasibility constraints, also represented as FSAs, to improve the precision of the model and thereby eliminate some infeasible paths from consideration. An analyst might need to iteratively add feasibility constraints and observe the analysis results several times before determining whether or not a property holds. Feasibility constraints give analysts some control over the analysis process by letting them determine exactly what parts of a system need to be modeled in order to prove a property.

The FLAVERS state-propagation algorithm has worst-case complexity that is \( O (N^2 \cdot |Q|) \), where \( N \) is the number of nodes in the TFG, and \( |Q| \) is the product of the number of states in the property and all constraints. Experimental evidence shows that the performance of FLAVERS is often sub-cubic in the size of the system [10] and that the performance of FLAVERS is good when compared to other finite-state verifiers [2, 3].

2.2 LTSA

LTSA (Labeled Transition Systems Analyzer) is a finite-state verifier that can prove user-specified properties of sequential and concurrent systems [21]. LTSA can check both safety and liveness properties, but the assume-guarantee algorithm we use can only handle safety properties. Safety properties in LTSA are specified as FSAs where every state except for one is an accepting state. This single non-accepting state must be a trap state, meaning all transitions that leave it must be self-loop transitions. This type of FSA corresponds to the set of prefix-closed regular languages, those languages where every prefix of every string in the language is also in the language. LTSA uses Labeled Transition Systems (LTSS), which resemble FSAs, for modeling the components of a system. LTSS are written in FSP, a process-algebra style notation.

Unlike FLAVERS, in which the nodes of the model are labeled with the events of interest, in LTSA, the edges (or transitions) of the LTSS are labeled with the events of interest. To build a model of the entire system, individual LTSS are combined using the parallel composition operator (\( \parallel \)). The parallel composition operator is a commutative and associative operator that combines the behavior of two LTSS by synchronizing the events common to both and interleaving the remaining events.

LTSA supports Compositional Reachability Analysis (CRA) of a software system based on its hierarchical structure. CRA incrementally computes and abstracts the behavior of composite components using the architecture of the system as a guide to the order to perform the composition [12]. While CRA can reduce the cost of verification, state explosion can still occur and result in the cost of verification being exponential in the number of concurrent tasks in the system.

2.3 Using the L* Algorithm for Automated Assume-guarantee Reasoning
The \( L^* \) algorithm was originally developed by Angluin [1] and later improved by Rivest and Schapire [27]. In this work, we use Rivest and Schapire’s version of the \( L^* \) algorithm. The \( L^* \) algorithm learns an FSA for an unknown regular language over an alphabet \( \Sigma \) by building an observation table through its interactions with a minimally adequate teacher, henceforth referred to as a teacher. The teacher needs to answer two types of questions, queries and conjectures. A query consists of a string in \( \Sigma^* \) and the teacher returns true if the string is in the regular language being learned and false otherwise. A conjecture consists of an FSA that the \( L^* \) algorithm believes will recognize the language being learned. The teacher returns true if the FSA is correct. Otherwise, the teacher returns false and a counterexample, a string in \( \Sigma^* \) that is in the symmetric difference of the language of the conjectured automaton and the language being learned.

We use the \( L^* \) algorithm to learn an assumption to verify a property \( P \) with assume-guarantee reasoning as described in [8]. In this approach, the system under analysis needs to be divided into two subsystems, \( S_1 \) and \( S_2 \). Then, a teacher that is capable of answering the queries and conjectures made by the \( L^* \) algorithm must be provided. At a high level, this teacher is the same for both FLAVERS and LTSA, however, differences in the models used by FLAVERS and LTSA necessitated differences in the implementation of their teachers. The implementation of the teachers are described in Appendix B for FLAVERS and [8] for LTSA.

A query posed by the \( L^* \) algorithm consists of a sequence of events from \( \Sigma^* \). The teacher must answer true if this sequence is in the language being learned and false otherwise. To answer a query, the model of \( S_1 \) is examined to determine if the given sequence results in a violation of the property \( P \). If this results in a violation of the property \( P \), then the assumption needed to make \( \langle A \rangle S_1 \langle P \rangle \) true should not allow the event sequence in the query and false will be returned to the \( L^* \) algorithm. Otherwise, the event sequence is permissible and true will be returned to the \( L^* \) algorithm.

A conjecture posed by the \( L^* \) algorithm consists of an FSA that the \( L^* \) algorithm believes accepts the language being learned. To answer a conjecture, the teacher needs to find an event sequence in the symmetric difference of the language of the conjectured FSA and the language being learned, if such an event sequence exists. Since the conjectured FSA is a candidate assumption to be used to complete an assume-guarantee proof, conjectures are answered by determining if the conjectured assumption makes the two premises of the assume-guarantee proof rule true.

First, the conjectured automaton, \( A \), is checked in Premise 1, \( \langle A \rangle S_1 \langle P \rangle \). To check this, the model of \( S_1 \), as constrained by the assumption \( A \), is verified. If this verification reports that \( P \) does not hold, then the counterexample returned represents an event sequence permitted by \( A \), but violating \( P \). Thus, the conjecture is incorrect and the counterexample is returned to the \( L^* \) algorithm. If the verification reports that the property does hold, then \( A \) is good enough to satisfy Premise 1 and Premise 2 can be checked.

Premise 2 states that \( \langle \text{true} \rangle S_2 \langle A \rangle \) should be true. To check this, the model for \( S_2 \) is verified to see if it satisfies \( A \). If this verification reports that \( A \) holds, then both Premise 1 and Premise 2 are true, so it can be concluded that \( P \) holds on \( S_1 \parallel S_2 \). If this verification reports that \( A \) does not hold, then the resulting counterexample is examined to determine what should be done next.

First, a query is made to see if the event sequence of the counterexample leads to a violation of the property \( P \) on \( S_1 \). If a property violation results, then the counterexample is a behavior that occurs in \( S_2 \) that will result in a property violation when \( S_2 \) interacts with \( S_1 \), so it can be concluded that \( P \) does not hold on \( S_1 \parallel S_2 \). If a property violation does not occur, then the counterexample is a behavior that occurs in \( S_2 \) that will not result in a property violation when \( S_2 \) interacts with \( S_1 \) and, thus, \( A \) is restricting the behavior of \( S_2 \) unnecessarily. The counterexample is then returned to the \( L^* \) algorithm in response to the conjecture.

It was shown in [8] that this approach to assume-guarantee reasoning will terminate. Using Rivest and Schapire’s \( L^* \) algorithm, \( l – 1 \) conjectures and \( O \left( k l^2 + l \log m \right) \) queries are needed where \( k \) is the size of the alphabet of the FSA being learned, \( l \) is the number of states in the minimal deterministic FSA that recognizes the language being learned, and \( m \) is the length of the longest counterexample returned when a conjecture is made.

3. METHODOLOGY AND RESULTS

Our goal was to try to gain a sense of whether or not the automated assume-guarantee reasoning algorithm presented in [8] provides an advantage over monolithic verification. There are several different ways that this technique could provide such an advantage:

1. Does this technique use less memory than monolithic verification?
2. Does this technique use less time than monolithic verification?
3. Can this technique verify properties on larger systems than monolithic verification?

Since finite-state verification techniques are more often limited by memory than by time, we focused our study on points 1 and 3 rather than point 2.

To evaluate the usefulness of this automated assume-guarantee reasoning technique, we tried to verify properties that were known to hold on a small set of scalable systems: the Chiron user interface system [20], both the single and the multiple dispatcher versions as described in [3], the Gas Station problem [16], Peterson’s mutual exclusion problem [25], the Relay problem [28], and the Smokers problem [24].

Both FLAVERS and LTSA prove that a property holds by exploring all of the reachable states in an abstracted model of a system. On properties that do not hold, these two tools stop as soon as a property violation is found. As a result, their performance is more variable. While using only properties that hold restricts the scope of our study, if we had included properties that do not hold, it would have made it more difficult to meaningfully compare the performance of monolithic verification to assume-guarantee reasoning.

We implemented this technique in two verifiers, FLAVERS and LTSA. Since FLAVERS uses constraints to control the amount of precision in a verification, we used a minimal set of constraints when verifying properties monolithically and compositionally.

We did not use the most recent version of LTSA, which is based on plugins [6], because the plugin interface does not provide direct access to the LTSs. An implementation of this automated assume-guarantee reasoning technique exists for the plugin version of LTSA [13], but verification takes significantly longer because all LTSs must be created by writing appropriate FSP, necessitating re-parsing the entire model during each query and conjecture, even for the parts of the model that do not change between different queries.

\(^1\)A minimal set of constraints is one such that removal of any constraint causes FLAVERS to report that the property may not hold. While these sets are minimal for each property, they may not be the smallest possible set of constraints with which FLAVERS can prove the property holds nor the best set with respect to the memory or time cost for FLAVERS. Some of these sets were found for [10], and the remainder were found using the process described in that paper. While the worst-case complexity of FLAVERS increases with each constraint that is added, sometimes adding more constraints can improve the performance of FLAVERS.
and conjectures.

### 3.1 Does Assume-guarantee Reasoning Save Memory at Small System Sizes?

Since the scalable systems we looked at had more than two subsystems, we needed to partition those subsystems into \( S_1 \) and \( S_2 \) to use the assume-guarantee rule presented earlier. For both FLA VERS and LTSA we considered a task to be an indivisible subsystem. We wanted to find a two-way decomposition, that is, a partitioning of the tasks of that system into \( S_1 \) and \( S_2 \) where neither \( S_1 \) nor \( S_2 \) is empty, on which assume-guarantee reasoning used the least amount of memory.

Each of the systems we used was scaled by creating more instances of one particular task and the size of the system is measured by counting the number of occurrences of that task in the system. For the Chiron systems we counted the number of artists, for the Gas Station system we counted the number of customers, for the Peterson system we counted the number of tasks trying to gain access to the critical section, for the Relay system we counted the number of tasks accessing the shared variable, and for the Smokers system we counted the number of smokers. For each property, we examined all two-way decompositions of that system at size 2 to find the best decomposition with respect to memory.

To determine the amount of memory used by assume-guarantee reasoning, we looked at the maximum number of states explored by the teacher when answering a query or conjecture of the \( \mathcal{L}^* \) algorithm. While the data structures used by the \( \mathcal{L}^* \) algorithm and the artifacts created by the verifiers (e.g. TFGs and FSAs in FLA VERS, LTSSs in LTSA) do use memory, we did not count them when determining memory usage since the amount of memory needed to store them is small when compared to the amount of memory needed to store the states explored when queries and conjectures are answered. We say one decomposition is better than another decomposition if the maximum number of states explored when the teacher answers a query or conjecture when using the first decomposition is smaller than the maximum number of states explored when the teacher answers a query or conjecture when using the second decomposition. On some properties, assume-guarantee reasoning using the \( \mathcal{L}^* \) algorithm explored more states than would have been explored had an assumption been supplied and just \( \langle A \rangle S_1 \langle P \rangle \) and \( \langle \text{true} \rangle S_2 \langle A \rangle \) checked. We count this additional overhead when determining the amount of memory used by assume-guarantee reasoning and discuss this issue in Section 3.5. Similarly, we determine the amount of memory used by monolithic verification by looking at the number of states explored during verification and do not consider the amount of memory needed to hold the artifacts created by the verifiers.

Table 1 lists, for FLA VERS and LTSA, the number of properties for each system\(^2\), the number of two-way decompositions\(^3\) examined for each property when each system is size 2, and the total number of decompositions examined on each system when that system is size 2.

Figures 1 and 2 show, for FLA VERS and LTSA respectively, the amount of memory used by the best decomposition at size 2 as a percentage of the amount of memory used by monolithic verification. For reference, a line at 100% has been drawn. Points below this line represent properties on which the best decomposition is

\(^2\)There is one fewer Chiron property for LTSA than for FLA VERS. The events needed to express that property are removed from the model when LTSA constructs the LTSSs. Since this property states that those events cannot occur, LTSA proves this property holds during model construction, making verification unnecessary.

\(^3\)Note that the number of two-way decompositions examined for each property are always two less than a power of two because the two-way decompositions that put all of the subsystems into either \( S_1 \) or \( S_2 \) are not checked.
Table 2: Performance of the best decompositions for size 2 and the generalized decompositions compared to monolithic verification

<table>
<thead>
<tr>
<th>Tool</th>
<th>Total number of properties</th>
<th>Best decomp. at size 2 is better than mono.</th>
<th>Percentage</th>
<th>Generalized decomp. is better than mono.</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLA VERS</td>
<td>32</td>
<td>18</td>
<td>56.3%</td>
<td>18</td>
<td>56.3%</td>
</tr>
<tr>
<td>LITSA</td>
<td>30</td>
<td>17</td>
<td>56.7%</td>
<td>5</td>
<td>16.7%</td>
</tr>
</tbody>
</table>

better than monolithic verification.

The best decomposition is better than monolithic verification on 17 of 32 properties with FLA VERS. For these 17 properties, on average the best decomposition uses 48.4% of the memory used by monolithic verification. For the 15 properties where the best decomposition is worse than monolithic verification, on average the best decomposition uses 63.7% of the memory used by monolithic verification.

The best decomposition is better than monolithic verification on 17 of 30 properties with LITSA. There is some overlap between the 17 properties on which the best decomposition is better than monolithic verification with FLA VERS and LITSA, but these sets of 17 properties are different for the two verifiers. For the 17 properties where the best decomposition is better than monolithic verification with LITSA, on average the best decomposition uses 33.6% of the memory used by monolithic verification. For the 13 properties where the best decomposition is worse than monolithic verification, on average the best decomposition uses 222.9% of the memory used by monolithic verification.

It is important to note that the vast majority of decompositions are not better than monolithic verification. Even for the properties where the best decomposition is better than monolithic verification, most of the decompositions we examined for each property are not better than monolithic verification. Thus, randomly selecting decompositions would likely not yield a decomposition better than monolithic verification. Before we looked at all two-way decompositions for the systems of size 2, we also tried selecting decompositions manually for each property based on our understanding of the systems and properties. In many cases, we were able to find decompositions that used less memory than monolithic verification, when such decompositions existed. In very few cases, however, did we select the best decomposition.

Although assume-guarantee reasoning using learned assumptions could save memory in only about half of our examples when the best decomposition is used and finding the decompositions to make assume-guarantee reasoning most effective was expensive, the overall approach was not too onerous. On average, it required about two minutes to examine one decomposition with FLA VERS and about half a minute to examine one decomposition with LITSA. It is infeasible to evaluate all two-way decompositions for larger system sizes, however, because the number of decompositions to be evaluated increases exponentially and the cost of evaluating each decomposition increases as well. In the next section we examine whether or not the best decomposition for size 2 can be used to help find a decomposition that can save memory compared to monolithic verification at larger system sizes.

3.2 Does Assume-guarantee Reasoning Save Memory at Larger System Sizes?

While the cost to find the best decomposition for each property at size 2 was not too great, it is infeasible to evaluate all two-way decompositions for larger system sizes. We have several instances where evaluating a single decomposition on a system of size 4 took over 1 month. Thus, if memory was a concern in verifying a specific system and it was important to verify it for a larger size, a reasonable approach might be to examine all decompositions for a small system size and then generalize the best decomposition for that small system size to a larger system size. We used this approach to evaluate the memory usage of assume-guarantee reasoning for larger system sizes and our algorithm for generalizing decomposition from the best decomposition for size 2 is described in Appendix A.

Table 2 gives the performance of the best decomposition at size 2 compared to monolithic verification. It also gives the performance of the generalized decomposition compared to monolithic verification at the largest system size that such a comparison could be made. This size varies from property to property depending on when compositional analysis and monolithic verification run out of memory.

With FLA VERS, if the best decomposition at size 2 is better than monolithic verification, the associated generalized decomposition is usually better than monolithic verification. While there were 18 properties on which the best decomposition at size 2 is better than monolithic verification and 18 properties on which the generalized decomposition is better than monolithic verification, these are not exactly the same 18 properties. There was 1 property on which the best decomposition at size 2 is better than monolithic verification, but the generalized decomposition is not better than monolithic verification. There is also 1 property on which the best decomposition at size 2 is worse than monolithic verification, but the generalized decomposition is better than monolithic verification.

With LITSA, for most of the properties on which the best decomposition at size 2 is better than monolithic verification, the generalized decomposition is not better than monolithic verification.

In summary, with FLA VERS the best decomposition at size 2 is better than monolithic verification 56.3% of the time and the generalized decomposition is better than monolithic verification 56.3% of the time. However, with LITSA the best decomposition at size 2 is better than monolithic verification 56.7% of the time and the generalized decomposition is better than monolithic verification only 16.7% of the time. Thus, while the automated assume-guarantee reasoning technique we used was frequently not useful for saving memory on larger sized systems, there were still some systems on which it could save memory. This memory savings, however, is probably not much use unless it is significant enough to allow properties to be verified that could not be verified monolithically. In the next section, we examine whether or not the generalized decompositions allowed us to verify properties on systems larger than could be verified monolithically.

3.3 Can Assume-guarantee Reasoning Verify Properties of Larger Systems than Monolithic Verification Can?

To see whether the automated assume-guarantee reasoning technique could verify properties of larger systems than monolithic verification, we used generalized decompositions based on the best
decomposition for size 2, as described in Appendix A. We tried to determine, for each property, whether or not compositional analysis using the generalized decompositions would allow us to verify that property on larger systems sizes than monolithic verification.

Unfortunately, we were not able to determine an answer to this question for each property in our study. There were some systems on which we were unable to build models for larger system sizes. As a result, we were unable to definitively determine whether or not compositional analysis using the generalized decompositions would allow us to verify properties on larger system sizes than monolithic verification would.

For example, the language processing toolkit used by FLAVERS [29] was unable to generate models for the Chiron systems larger than size 6. After running these experiments, we assigned each property to one of five categories:

1. Compositional analysis can verify a larger system than monolithic verification
2. It is unknown if compositional analysis can verify a larger system than monolithic verification. We consider it likely, however, because compositional analysis is substantially better than monolithic verification for the largest system size such a comparison could be made.
3. Compositional analysis cannot verify a larger system than monolithic verification
4. It is unknown if compositional analysis can verify a larger system than monolithic verification. We consider it unlikely, however, because compositional analysis is worse than monolithic verification for the largest system size such a comparison could be made.
5. Monolithic verification can verify the property on systems with sizes 45 or more. While compositional analysis might be able to verify a larger system, we think verifying these properties on larger systems will not be of much use.

Table 3 shows the number of properties in each category for FLAVERS and LTSA. We consider using generalized decompositions to be a potential success in verifying a larger system than monolithic verification if the property is in category 1 or 2. We consider using generalized decomposition to be a likely failure in verifying a larger system than monolithic verification if the property is in category 3, 4, or 5. This yields a potential success rate of 40.6% for FLAVERS and 16.7% for LTSA. Note that this rate is what we believe to be the upper bound of the success rate. By looking at just the properties where we could demonstrate that compositional analysis could scale farther, meaning those in category 1, we obtain the lower bound of the success rate: 18.8% for FLAVERS and 0.0% for LTSA.

While we could demonstrate that assume-guarantee reasoning could scale farther than monolithic verification on six properties, it is also important to look at how much farther assume-guarantee reasoning could scale. On five of these six properties, compositional analysis could verify the property on a system one size larger, but not two sizes larger, than monolithic verification could. On the sixth property, compositional analysis could verify the property on a system two sizes larger, but not three sizes larger, than monolithic verification could. In addition, there was one property, counted in category 5, where compositional analysis could verify the system at least three sizes larger than monolithic verification could. This allowed us to increase the size of the system that could be verified from 47 to 50. Since monolithic verification could scale to size 47, a fairly large system size, we do not believe verifying the system on size 50 is particularly useful and do not count this example as a success. While there were six properties where we could demonstrate that assume-guarantee reasoning could scale farther than monolithic verification, compositional analysis could verify these properties on systems only slightly larger than the size of the system on which these properties could be verified monolithically.

In summary, we could only verify a larger system using our automated assume-guarantee technique on 18.8% of the properties for FLAVERS and on no properties for LTSA. If we had not encountered model building issues, we believe that compositional analysis could verify a larger system size than monolithic verification on at most 40.6% of the properties for FLAVERS and 16.7% of the properties for LTSA. While a 40.6% success rate may look encouraging, compositional analysis using generalized decompositions did not significantly increase the size of the systems that could be verified. Considering the amount of time that was spent to find the best decomposition at size 2, it is questionable if the benefit of verifying a property on a slightly larger system size is worth the necessary investment of time.

<table>
<thead>
<tr>
<th>Potential Success</th>
<th>FLAVERS</th>
<th>LTSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Properties</td>
<td>Percentage</td>
<td>Number of Properties</td>
</tr>
<tr>
<td>Generalized can scale farther than monolithic</td>
<td>6</td>
<td>18.8%</td>
</tr>
<tr>
<td>Don’t know, but generalized appears better than monolithic</td>
<td>7</td>
<td>21.9%</td>
</tr>
<tr>
<td>Subtotal</td>
<td>13</td>
<td>40.6%</td>
</tr>
<tr>
<td>Likely Failure</td>
<td>FLAVERS</td>
<td>LTSA</td>
</tr>
<tr>
<td>Number of Properties</td>
<td>Percentage</td>
<td>Number of Properties</td>
</tr>
<tr>
<td>Generalized cannot scale farther than monolithic</td>
<td>13</td>
<td>40.6%</td>
</tr>
<tr>
<td>Don’t know, but generalized appears worse than monolithic</td>
<td>2</td>
<td>6.3%</td>
</tr>
<tr>
<td>Monolithic scales well, but generalized unlikely to be of much use</td>
<td>4</td>
<td>12.5%</td>
</tr>
<tr>
<td>Subtotal</td>
<td>21</td>
<td>59.4%</td>
</tr>
<tr>
<td>Total</td>
<td>32</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

---

4This toolkit is very old and not easily modifiable. We are working on building models for FLAVERS from Java programs using Bandera [9] and, thus, expect to remove some of the limitations of our old language processing toolkit.
5The somewhat arbitrary cutoff of 45 represents a substantial size for the systems under consideration. All of the properties we examined that could be verified on systems larger than size 10 could be verified on systems with size 45.
3.4 Are the Generalized Decompositions the Best Decompositions?

These discouraging results were obtained using decompositions that were generalized from the best decomposition on problems of size 2. It is possible that the generalized decompositions we selected are not the best decompositions to use on the larger systems sizes. To investigate this issue, we tried to find the best decomposition for some larger system sizes.

After encountering a number of two-way decompositions where it took more than a month to learn an assumption, we imposed an upper bound on the amount of time we would spend examining a single two-way decomposition. This bound was set to be the maximum of 1 hour and 10 times the amount of time needed to verify that property monolithically. On the largest-sized systems that we completed and for which such a comparison can be made, the generalized decompositions from size 2 are the best decompositions on 37.5% of the properties with FLAVERS and 36.7% of the properties with LTSA.

When we found a decomposition at size $n$ ($n > 2$) that was better than the generalized decomposition for size 2, we generalized the decomposition for size $n$ to systems larger than size $n$. In all cases, the generalized decomposition for size $n$ is better than the generalized decomposition for size 2. We also tried taking the decompositions for size $n$ and simplifying them so they could be used on systems of size 2, similar to the process described in Appendix A but in reverse. The decompositions for size $n$, when simplified to size 2, are worse than monolithic verification in all but one case.

In addition we have 3 examples where there are decompositions that can be used to verify a property on a larger system size than both monolithic verification and the generalized decompositions from size 2. One of these examples is the “mutual exclusion” property of the Gas Station System with FLAVERS. Figure 3 compares the number of states explored using two different generalizations (from size 2 and size 4) to the number of states explored using monolithic verification. On this example, the generalized decomposition for size 2 is the best decomposition for size 3. When the system size is 4, however, the generalized decomposition for size 2 is not the best decomposition. We do not know what the best decomposition for size 4 is because it requires too much time to find. We do know that if we generalize the best known decomposition for size 4, we can verify this property on systems with size 6, one size greater than monolithic verification and the generalized decomposition for size 2.

On one of the other examples, the “always 1 between 0” property of the Relay system with FLAVERS, the generalized decompositions for size 2 are worse than monolithic. We were able to find a decomposition that could allow us to verify this property on the system with size 7, one size larger than monolithic verification. However, this decomposition was not easy to find. When looking at the best decompositions for size 2, 3, 4, and 5, we noticed that there was a pattern to the best decompositions. The pattern depended on whether or not the size of the system was odd or even. Figure 4 compares the number of states using the generalized decomposition for size 2, the decompositions based on the odd/even pattern, and the monolithic verification for this property.

On these two examples, we were able to find decompositions that could scale farther than the generalized decomposition for size 2, but at significant expense, since it involved trying all two-way decompositions for larger system sizes; this approach is too costly to be useful in practice.

3.5 What is the Cost of Using the L* Algorithm

In addition to evaluating our use of generalized decompositions, we were also interested in investigating whether or not using the L* algorithm to learn assumptions increased the cost of compositional analysis. To do this, we first determined, for each property, the cost of compositional analysis when the L* algorithm is used to learn an assumption. At the end of each compositional analysis, we saved the assumption that was used to complete the assume-guarantee proof. These assumptions were used to evaluate the cost of compositional analysis when assumptions are not learned. For each property $P$, this cost was determined by checking $\langle A \rangle S_1 \langle P \rangle$ and $\langle \text{true} \rangle S_2 \langle A \rangle$, letting $A$ be the assumption that was previously learned when $P$ was verified using compositional analysis with the L* algorithm. For each property, we compared the time and memory costs for the largest sized system on which that property could be verified using automated assume-guarantee reasoning with the decompositions generalized from size 2.

For a property $P$, we consider the amount of memory used during compositional analysis with the L* algorithm to be the maxi-
Figure 5: Percentage of Time Spent Learning for FLAVERS

Figure 6: Percentage of Time Spent Learning for LTSA

mum number of states explored when the teacher answers a query or conjecture of the \( L^* \) algorithm. We consider the amount of memory used during compositional analysis without the \( L^* \) algorithm to be the maximum number of states explored when verifying \( \langle A \rangle S_1 \langle P \rangle \) and \( \langle \text{true} \rangle S_2 \langle A \rangle \), where \( A \) is the assumption that was previously learned by the \( L^* \) algorithm.

For FLAVERS, the amount of memory used by the two approaches is the same on 29 of the 32 properties. On the remaining three properties, on average, compositional analysis without the \( L^* \) algorithm uses 88.6% of the memory of compositional analysis with the \( L^* \) algorithm. On one of these properties, compositional analysis was able to scale at least three sizes farther than monolithic verifications. On the other two properties, the memory used by compositional analysis without the \( L^* \) algorithm was about 10 times more than the memory used by monolithic verification.

For LTSA, the amount of memory used by the two approaches is the same on 26 of the 30 properties. On the remaining four properties, on average, compositional analysis without the \( L^* \) algorithm uses 65.9% of the memory of compositional analysis with the \( L^* \) algorithm. On one of these properties, the memory used by compositional analysis without the \( L^* \) algorithm was about 2 times more than the memory used by monolithic verification.

On the fourth property, the amount of memory used by compositional analysis without the \( L^* \) algorithm was 78.1% of the memory used by monolithic verification.

To summarize, on one of the properties where compositional analysis with the \( L^* \) algorithm used more memory than compositional analysis without the \( L^* \) algorithm, compositional analysis with the \( L^* \) algorithm could scale at least three sizes farther than monolithic verification. This allowed us to increase the size of the system that could be verified from 47 to 50. It is possible that compositional analysis without the \( L^* \) algorithm could scale farther than compositional analysis with the \( L^* \) algorithm. Since monolithic verification, however, could scale to size 47, a fairly large system size, we do not believe that verifying the system on size 50 is particularly useful. On one of the other properties, compositional analysis without the \( L^* \) algorithm used 78.1% of the memory used by monolithic verification, so it is unlikely that compositional analysis without the \( L^* \) algorithm would be able to scale significantly farther than monolithic verification.

On the remaining properties, compositional analysis without the \( L^* \) algorithm used more memory than monolithic verification. Unless a better assumption and decomposition could be found for these properties, it is unlikely that compositional analysis would be able to scale farther than monolithic verification. While such assumptions and decompositions may exist, we do not know of a way to find them and do not believe that it will be easy for analysts to find them without some form of automated support.

To determine the time cost for using the \( L^* \) algorithm to learn an assumption, we looked at the amount of time that was needed to learn an assumption to verify each property. Figures 5 and 6 show the percentage of time that was spent learning an assumption compared to the size of the assumption that was learned. When the size of the learned assumption is small, less than 10 states, less than 50% of the total verification time is spent learning the assumptions. When the size of the learned assumption is larger than 10 states, however, in most cases over 90% of the verification time is spent learning the assumptions, a substantial overhead.

Because of this time and memory overhead, we looked at two ways to reduce the cost of automatically learning an assumption. First, since we were able to use generalized decompositions to apply assume-guarantee reasoning to larger-sized systems, we tried generalizing the assumptions in a similar fashion. When the learned assumption was large, however, it was difficult to understand what behavior the assumption is trying to capture. Without such an understanding, it is impossible to determine what the assumption should be for a larger-sized system. As a result, we were unable to use generalized assumptions to reduce the cost of automated assume-guarantee reasoning.

Second, Groce et al. developed a technique for initializing some of the \( L^* \) algorithm’s data structures when given an automaton that recognizes a language close to the one being learned [15]. By doing this, they reduced the amount of time needed to run Angluin’s version of the \( L^* \) algorithm. To determine if this technique would reduce the cost of using learning, for each property, we used the \( L^* \) algorithm to learn an assumption capable of completing an assume-guarantee proof. This assumption was then used to initialize some of the data structures of Angluin’s version of the \( L^* \) algorithm. Performing this initialization reduced the number of queries made by the \( L^* \) algorithm (and consequently the running time) when compared to not initializing these data structures. Initializing these data structures in Angluin’s version of the \( L^* \) algorithm, however, did not offer any performance benefits over using Rivest and Schapire’s version of the \( L^* \) algorithm, which has better worst-case bounds.

We have been unable to find a similar technique to initialize the data structures of Rivest and Schapire’s version of the \( L^* \) algorithm because of the constraints this version places on its data structures.

Using the \( L^* \) algorithm to learn an assumption can increase both the time and memory cost needed to complete an assume-guarantee proof, compared to the cost of completing a proof using a supplied assumption. Some of the learned assumptions are very large: in fact, one has over 250 states. For such systems, analysts cannot be
expected to develop these assumptions manually and we do not believe that small assumptions exist that can be used to complete the assume-guarantee proof. Thus, some automated support is needed to make assume-guarantee reasoning practical on these systems.

4. RELATED WORK

Our work uses the automated assume-guarantee approach of Cobleigh et al. [8], which uses the L* algorithm to learn assumptions to complete assume-guarantee proofs. Several other assume-guarantee reasoning approaches based on the L* algorithm have been proposed. The work of Barringer et al. [4] extends this approach to use symmetric assume-guarantee rules. Chaki et al. [5] developed an algorithm based on the L* algorithm for learning tree automata for checking simulation conformance. The work of Giannakopoulou et al. [14] also computes assumptions, but requires exploring the entire state space of S1. Since this may not be necessary when the L* algorithm is used, we believe the approach using the L* algorithm is more scalable.

Henninger et al. [17] have presented a framework for thread-modular abstraction refinement, in which assumptions and guarantees are both refined in an iterative fashion. This framework applies to programs that communicate through shared variables, and, unlike our approach, is not guaranteed to terminate. The work of Flanagan and Qadeer also focuses on a shared-memory communication model [11], but does not address notions of abstractions as is done in [17]. Jeffords and Heitmeyer use an invariant generation tool to generate invariants for components that can be used to complete an assume-guarantee proof [18]. While their proof rules are sound and complete, their invariant generation algorithm is not guaranteed to produce invariants that will complete an assume-guarantee proof even if such invariants exist.

Another compositional analysis approach that has been advocated is Compositional Reachability Analysis (CRA) (e.g., [12, 30]). CRA incrementally computes and abstracts the behavior of composite components using the architecture of the system as a guide to the order in which to perform the composition. CRA can be automated and in some cases (e.g., [7]) has been shown to reduce the cost of verification. Still, CRA is hampered by the state explosion problem. Although constraints, both manually supplied and automatically derived, can help reduce the cost of CRA [7], determining how to apply CRA to effectively reduce the cost of verification still remains a difficult problem.

5. CONCLUSIONS

In this work, we explored the question of whether or not assume-guarantee reasoning provides an advantage over monolithic verification. Our experiments were limited in scope: we used one assume-guarantee reasoning technique, two finite-state verifiers, and a small number of systems. Even in this limited context, our experiments were expensive to perform; we examined over 43,000 two-way decompositions and used over 1.43 years of CPU time.

The results of our experiments are not very encouraging. The vast majority of decompositions explored more states than monolithic verification. If we restrict our attention to just the best decomposition at the smallest size for each example, then in only about half of the properties we examined did the assume-guarantee reasoning technique explore fewer states than monolithic verification. On the properties where there is a memory savings, with FLAVERS assume-guarantee reasoning used, on average, 48.4% of the memory used by monolithic verification. With LTSA, this percentage was better, 33.6%. We were most interested in determining if this memory savings would be substantial enough to allow us to verify properties on larger systems than could be verified monolithically.

Since it is impractical to examine all two-way decompositions for larger system sizes, we used a generalization approach. For each property, we found the best decomposition for a small system size and then generalized that best decomposition so it could be used on larger system sizes. Using this approach, we found that when assume-guarantee reasoning could save memory over monolithic verification, there were very few properties on which we could demonstrate that assume-guarantee reasoning could verify a larger system than monolithic verification. For the properties where assume-guarantee reasoning could verify a larger system than monolithic verification, it could not significantly increase the size of the system that could be verified.

Of course, there are decompositions other than the generalized ones that we could have tried on larger systems. In fact, we know there are some decompositions for some properties that can be used to verify larger systems than what the generalized decompositions can be used to verify. We were unable to find such decompositions using our intuition and examining all two-way decompositions for larger system sizes to find decompositions better than the generalized ones is too cost prohibitive to be useful in practice.

While automated assume-guarantee reasoning techniques can make compositional analysis easier to use, determining how to apply these techniques most effectively is still difficult, can be expensive, and may not significantly increase the sizes of the systems that can be verified. These negative results, although preliminary, raise doubts about the usefulness of assume-guarantee reasoning as an effective compositional analysis technique. Clearly additional experiments should be done using other automated learning techniques, other verification systems, and other decompositions approaches. Proposed advances in assume-guarantee reasoning, however, should now be accompanied by reasonable experimental evidence of effectiveness.
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APPENDIX

A. Generating Decompositions for Larger System Sizes

The process we used for generating decompositions for larger sizes given the best decomposition for size 2 is as follows:

- For each non-repeatable task, put the task into S1 if the task was put into S1 in the best decomposition at size 2. Otherwise, put the task into S2.
- For each repeatable task:
  - If one of the repeatable tasks had both repeatable tasks in S1, put the repeatable task in S1. Otherwise, put the repeatable task in S2.
  - If the best decomposition for size 2 had one of the repeatable tasks in S1 and the other in S2, look at the property. Often, the property treated one of the repeatable tasks in a different way than all the other repeatable tasks.
  + If one of the repeatable tasks is treated in a different way in the property, then
    - If this repeatable task is the one that is treated differently, then put this repeatable task into S1 if its corresponding task in the best decomposition at size 2 was put into S1. Otherwise, put this task into S2.
    - If this repeatable task is not the one that is treated differently, then put this repeatable task into S1 if the repeatable task that is treated differently was in S2 on the best decomposition at size 2. Otherwise, put this task into S1.
  + If one of the repeatable tasks is not treated in a different way, then, in the properties in our case study, all of the repeatable tasks are treated the same way.
    - If this repeatable task is the repeatable task with the smallest ID, put this repeatable task into S1 if the repeatable task with the smallest ID was put into S1 in the best decomposition at size 2. Otherwise, put this repeatable task into S2.
    - If this repeatable task is not the repeatable task with the smallest ID, put this repeatable task into S2 if the
task body task1 is
begin
x := true;
accept r1;
if (x) then
accept r2;
end if;
if (x) then
accept r3;
end if;
end task1;

begin
x := false;
task1.r1;
if (x) then
task1.r2;
end if;
if (x) then
task1.r3;
end if;
end task2;

Figure 7: Ada example

Figure 8: Example property

repeatable task with the smallest ID was put into S₁ in
the best decomposition at size 2. Otherwise, put this
repeatable task into S₁.

B. IMPLEMENTING THE TEACHER FOR
FLAVERS

In this section we describe how the teacher for the L* Algorithm
is implemented for FLAVERS. To do this, we first need to provide
more detail about FLAVERS than was given in Section 2.1.

B.1 FLAVERS

Consider the example Ada program shown in Figure 7 and the
property for this program shown in Figure 8. This property states
that if the rendezvous on r2 occurs, then the rendezvous on r3
must also occur.

As was stated previously, the model FLAVERS uses is based on
annotated CFGs. An event annotation is placed on a node of a CFG
to represent that that event occurs during execution of the actions
associated with that node. The CFGs for task1 and task2 are
shown in Figures 9(a) and 9(b), respectively. Since the efficiency
of FLAVERS' verification is dependent on the size of the model it
analyzes, CFGs are refined to remove nodes that are not relevant
to the property being proved. Since the property in Figure 8 only
refers to the rendezvous r2 and r3, nodes in the CFGs that are
not involved with these rendezvous can be refined away, so long as
there is a weak bisimulation relationship [22] between the original
CFG and the refined CFG. Figure 9(c) shows the CFG for task2
refined with respect to the property in Figure 8. The refinement
algorithm also relabels with τ those nodes that do not have an event
label but are necessary for control flow reasons.

Although a CFG can represent the control flow for a sequential
system, for concurrent systems FLAVERS uses a Trace Flow
Graph (TFG), which consists of a collection of CFGs with some
additional intertask nodes and edges to represent concurrency. The
TFG for the program in Figure 7 is shown in Figure 10. In this
Figure, nodes 17 and 21 are the unique initial and final nodes of the
TFG. To represent concurrency in Ada, extra nodes and edges are
added to represent intertask communication via rendezvous. For
example, node 18 and its incident edges represent the rendezvous
r1. Additional edges are needed to represent the possible flow
of control between nodes in different tasks due to task interleaving.
These May Immediately Precede (MIP) edges are computed by
the MHP algorithm [23] and shown as dashed edges in Figure 10.
Not every pair of nodes from task1 and task2 are connected
by a MIP edge since the MHP algorithm can determine that, for
example, nodes 2 and 11 cannot happen in parallel because the ren-
dezvous r1 (node 18) must happen between them.

A TFG is an over-approximation of the sequences of events that
can occur when executing a system. Every sequence of events that
can occur on an execution of the system has a corresponding path in the TFG. To help keep the size of the TFG small, however, there usually are paths in the TFG that do not correspond to any actual execution of the system. Full details of TFG construction and the proof of TFG conservativeness are given in [10].

FLAVERS would report that the property shown in Figure 8 does not hold on the TFG shown in Figure 10 because the property would be violated on the path 17 → 2 → 18 → 3 → 19 → 6 → 8 → 21. This counterexample is infeasible, however, because the variable x must be true for the edge 3 → 19 to be taken and false for the edge 6 → 8 to be taken. Since the value of x is not changed in the program between nodes 19 and 6, this path cannot occur and is infeasible. Because all information related to the variable x has been refined away, the TFG has an infeasible path that results in a property violation.

If FLAVERS reports that a property does not hold and the counterexample is infeasible, constraints, also represented as FSAs, can be introduced to improve precision. One type of constraint is a Variable Automaton (VA), which can be used to track a small number of values for a variable. In the example, the value of the variable x is important to the analysis, so a VA can be introduced to keep track of its value. In the VA for x, shown in Figure 11, events with "=" represent an assignment to x, while the events with "==" represent a test of the value of x. The three accepting states of the VA represent unknown, true, and false values of x. The one non-accepting state is the violation state and is entered when a path is explored that is infeasible because of an operation on x. For example, if x is known to be true and a branch is taken where the value of x is false, then since this cannot occur, the violation state would be entered. To make use of this VA, the TFG from Figure 10 needs to be modified so it has nodes with events corresponding to operations on x, as shown in Figure 12. In this TFG, each node corresponding to a branch (nodes 3, 6, 11, and 14 from Figure 10), has been split into two nodes, one for the true branch (the nodes labeled x==true) and one for the false branch (the nodes labeled x==false). When this constraint is used, FLAVERS reports that the property shown in Figure 8 holds.

Another type of constraint that can be automatically constructed by FLAVERS is a Task Automaton (TA). TAs can be used to enforce the flow of control within a single task in the TFG. For example, one partial path through the TFG in Figure 12 is 17 → 1 → 2 → 18. This path is infeasible because nodes 9 and 10 of task2 need to be executed between nodes 17 and 18. If this infeasible path led to a property violation, a TA could be constructed for task task2. Full details of how TAs are constructed are provided in [10] but, in brief, the TA for a task is similar to the CFG for that task.

### B.2 Answering Queries for FLAVERS

To use the L\(^*\) Algorithm to learn an assumption, we use FLAVERS to implement a teacher to answer queries and conjectures. At a high level, the process used to answer queries and conjectures is the same as in [8], but we need to create the appropriate TFG model to represent the subsystems for this process.

A query posed by the L\(^*\) Algorithm consists of a sequence of events from \(\Sigma^*\). The teacher must answer true if this sequence is in the language being learned and false otherwise. To answer a query in FLAVERS, \(S_1\) is represented as a TFG and the query is represented as a constraint. We then use FLAVERS to determine if the property is consistent with the TFG model as constrained by this query. If this results in a violation of the property \(P\), then the assumption needed to make \(\langle A \rangle S_1 \models P\) true should not allow the event sequence in the query and false will be returned to the L\(^*\) Algorithm. Otherwise, the event sequence is permissible and true will be returned to the L\(^*\) Algorithm.

The TFG for \(S_1\) is similar to the TFG that FLAVERS would normally create for a system, but must be extended to simulate the environment in which this subsystem will execute. For example, for the program shown in Figure 7, if \(S_1 = \text{task1}\) and \(S_2 = \text{task2}\), then a TFG constructed from just the CFG for task1 would not have any entry calls made to the rendezvous it accepts. Thus, to simulate \(S_1\) in the context of the whole system, an environment needs to be constructed to represent interactions between \(S_1\) and \(S_2\).

The environment for \(S_1\) needs to have accept statements\(^3\) from \(S_2\) that are called by \(S_1\) and entry calls made by \(S_2\) to accept statements in \(S_1\). In this example, these would be the entry calls task1.r1, task1.r2, and task1.r3. Additionally, the environment for \(S_1\) needs to contain events from \(S_2\) that can affect the

---

\(^3\)In our implementation, nodes 2 and 10 would be refined away, but they have been left in Figure 12 for clarity of the presentation.

\(^4\)Ada also has accept statements with bodies. To support this construct, the single rendezvous is converted into two rendezvous, one that occurs before the body and one that occurs after the body.
property or constraints. To determine these events, each property and constraint automaton that contains events in both $S_1$ and $S_2$ is examined. For these automata, events that occur in $S_2$ are added to the environment of $S_1$. In this example, the VA for the variable $x$ has events in both task1 and task2, so the events from $S_2 = \{ x = false, x = true \}$ need to be in the environment for $S_1$. Finally, the environment needs to be able to perform in any order zero or more accepts, entry calls, and events. This information can be gathered from the CFGs, so the environment can be automatically constructed. Figure 13 shows the CFG for the environment for $S_1 = \text{task1}$.

To answer a query, a TFG is first constructed, using the CFGs for tasks in $S_1$ and the CFG for the environment of $S_1$. The property to be checked is $P$. Of the constraints provided by the analyst, this verification uses the TAs for the tasks in $S_1$ and the VAs that contain events in $S_1$. The query constraint is used to restrict FLAVERS to only look at paths through the TFG that correspond to the event sequence specified by the query. For example, if the query were $\{ r2, x = true, r2 \}$, then the constraint shown in Figure 14 would be used. State-propagation is then applied to check the property; if the property is violated then false is returned to the $L^*$ Algorithm, otherwise true is returned.

### B.3 Answering Conjectures for FLAVERS

A conjecture posed by the $L^*$ Algorithm consists of an FSA that the $L^*$ Algorithm believes accepts the language being learned. To answer a conjecture, the teacher needs to find an event sequence in the symmetric difference of the conjectured FSA and the language being learned, if such an event sequence exists. Since the conjectured FSA is the candidate assumption to be used to complete an assume-guarantee proof, it is necessary to determine if the conjectured assumption makes the two premises of the assume-guarantee proof rule true.

First, the conjectured automaton, $A$, is checked in Premise 1, $\langle A \rangle S_1 \langle P \rangle$. To check this in FLAVERS, a TFG is constructed using the CFGs for tasks from $S_1$ and the CFG for the environment of $S_1$. The property to be checked is $P$ and, the constraints used consist of the TAs for tasks in $S_1$ and VAs that contain events in $S_1$. In addition, the assumption is used as a constraint. If this verification results in a property violation, then the returned counterexample is examined to determine what should be done next.

First this counterexample is used as a constraint when checking property $P$ on $S_1$ to see if it would result in a violation of that property. If a property violation results, then the returned counterexample is a behavior that occurs in $S_2$ that will result in a property violation when $S_2$ interacts with $S_1$, so it can be concluded that $P$ does not hold on $S_1 \parallel S_2$. If a property violation does not occur, then the returned counterexample is a behavior that occurs in $S_2$ that will not result in a property violation when $S_2$ interacts with $S_1$ and, thus, $A$ is restricting the behavior of $S_2$ unnecessarily. The counterexample is then returned to the $L^*$ Algorithm in response to the conjecture.

Premise 2 states that $\langle true \rangle S_2 \langle A \rangle$ should be true. To check this in FLAVERS, a TFG is constructed using the CFGs for tasks from $S_2$ and the CFG for the environment of $S_2$ (which is constructed automatically similar to the construction of the environment of $S_1$). Rather than treat $A$ as a constraint as was done in checking Premise 1, $A$ is treated as a property. The constraints used consist of the TAs for tasks in $S_2$ and VAs that contain events in $S_2$. If this verification does not result in a property violation, then both Premise 1 and Premise 2 are true, so it can be concluded that $P$ holds on $S_1 \parallel S_2$. If this verification results in a property violation, then the returned counterexample is examined to determine what should be done next.

First this counterexample is used as a constraint when checking property $P$ on $S_1$ to see if it would result in a violation of that property. If a property violation results, then the returned counterexample is a behavior that occurs in $S_2$ that will result in a property violation when $S_2$ interacts with $S_1$, so it can be concluded that $P$ does not hold on $S_1 \parallel S_2$. If a property violation does not occur, then the returned counterexample is a behavior that occurs in $S_2$ that will not result in a property violation when $S_2$ interacts with $S_1$ and, thus, $A$ is restricting the behavior of $S_2$ unnecessarily. The counterexample is then returned to the $L^*$ Algorithm in response to the conjecture.